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Abstract

Recent studies have demonstrated theoretical attractiveness of a class of concave penalties
in variable selection, including the smoothly clipped absolute deviation and minimax con-
cave penalties. The computation of concave penalized solutions in high-dimensional models,
however, is a difficult task. We propose a majorization minimization by coordinate descent
(MMCD) algorithm for computing the concave penalized solutions in generalized linear mod-
els. In contrast to the existing algorithms that use local quadratic or local linear approxima-
tion for the penalty function, the MMCD seeks to majorize the negative log-likelihood by a
quadratic loss, but does not use any approximation to the penalty. This strategy makes it
possible to avoid the computation of a scaling factor in each update of the solutions, which
improves the efficiency of coordinate descent. Under certain regularity conditions, we estab-
lish the theoretical convergence property of the MMCD. We implement this algorithm for a
penalized logistic regression model using the SCAD and MCP penalties. Simulation studies
and a data example demonstrate that the MMCD works sufficiently fast for the penalized
logistic regression in high-dimensional settings where the number of covariates is much larger
than the sample size.

Keywords: logistic regression, p > n models, smoothly clipped absolute deviation penalty, mini-
mum concave penalty, variable selection

1 Introduction

Variable selection is a fundamental problem in statistics. A subset of important variables is often

pursued to reduce variability and increase interpretability when a model is built. Subset selection



is generally adequate when p, the number of variables, is small. By imposing a proper penalty on
the number of selected variables, one can perform subset selection using AIC (Akaike (1974)),
BIC (Schwarz (1978)), or C, (Mallows (1973)). However, when p, the number of variables is
large, subset selection is computationally infeasible.

Penalized methods have been shown to have attractive theoretical properties for variable se-
lection in p > n models. Here n is the sample size. Several important penalties have been
proposed. Examples include the ¢; penalty or the least absolute shrinkage and selection operator
(Lasso) (Tibshirani (1996)), the smoothly clipped absolute deviation (SCAD) penalty (Fan and
Li (2001)) and the minimum concave penalty (MCP) (Zhang (2010)). The SCAD and MCP
are concave penalties that possess the oracle properties, meaning that they can correctly select
important variables and estimate their coefficients with high probabilities as if the model were
known in advance under certain sparsity conditions and other appropriate regularity conditions.

Considerable progress has been made on computational algorithms for penalized regression
models. When Efron et al (2004) introduced the least angle regression (LARS) approach for
variable selection, they showed that a modified version of the LARS can efficiently compute the
entire Lasso solution path in a linear model. This modified LARS algorithm is the same as the
homotopy algorithm proposed earlier by Osborne, Presnell and Turlach (2000). For concave
penalties, Fan and Li (2001) proposed a local quadratic approximation (LQA) algorithm for
computing the SCAD solutions. A drawback of LQA is that once a coefficient is set to zero at any
iteration step, it permanently stays at zero and the corresponding variable is then removed from
the final model. Hunter and Li (2005) used the majorization-minimization (MM) approach to
optimize a perturbed version of LQA by bounding the denominator away from zero. How to choose
the size of perturbation and how the perturbation affects the sparsity need to be determined in
specific models. Zou and Li (2008) proposed a local linear approximation (LLA) algorithm for

computing the solutions of SCAD penalized models. The LLA algorithm approximates the concave



penalized solutions by repeated using the algorithms for the Lasso penalty. Schifano, Strawderman
and Wells (2010) generalized the idea of LLA by MM approach to multiple penalties and proved
the convergence properties of their minimization by iterated soft thresholding (MIST) algorithm.
Zhang (2010) developed the PLUS algorithm for computing the concave penalized solutions,
including the MCP solutions, in linear regression models.

In the last few years, it has been recognized that the coordinate descent algorithm (CDA) can
efficiently compute the Lasso solutions in p > n models (Friedman, Hastie, Héfling and Tibshirani

(2007); Wu and Lange (2008); Friedman, Hastie and Tibshirani (2010)). This algorithm has a
long history in applied mathematics and has its roots in the Gauss-Siedel method for solving linear
systems (Warge (1963); Ortega and Rheinbold (1970); Tseng (2001)). The CDA optimizes an
objective function by working on one coordinate (or a block of coordinates) at a time, iteratively
cycling through all coordinates until convergence is reached. It is particularly suitable for the
problems that have a simple closed form solution for each coordinate but lack one in higher
dimensions. CDA for a Lasso penalized linear model has shown to be very competitive with
LARS, especially in high-dimensional cases (Friedman, Hastie, Hofling and Tibshirani (2007);
Wu and Lange (2008); Friedman, Hastie and Tibshirani (2010)).

Coordinate descent has also been used in computing the concave penalized solution paths.
Breheny and Huang (2011) compared the CDA and LLA algorithms for various combinations of
(n,p) and various designs of covariate matrices. They use LARS approach to compute the Lasso
solutions when implementing the LLA algorithm. Their results showed that the CDA converges
much faster than the LLA-LARS algorithm in the various settings they considered. Mazumder,
Friedman and Hastie (2011) demonstrated that the CDA has better convergence properties than
the LLA. Breheny and Huang (2011) also proposed an adaptive rescaling technique to overcome
the difficulty due to the constantly changing scaling factors in computing the solutions for MCP

penalized generalized linear models (GLM). However, the adaptive rescaling approach can not be



applied to the SCAD penalty. Furthermore, it is not clear what is the effective concavity applied
to the model beforehand using this approach.

We propose a majorization minimization by coordinate descent (MMCD) algorithm for com-
puting the solutions of a concave penalized GLM model, with emphasis on the logistic regression.
The MMCD algorithm seeks a closed form solution for each coordinate and avoids the computa-
tion of scaling factors by majorizing the loss function. Under reasonable regularity conditions, we
establish the convergence property of the MMCD algorithm. The MMCD algorithm is particularly
suitable for the logistic regression model due to the fact that a simple and effective majorization
can be found.

This paper is organized as follows. Section 2 defines the concave penalized solutions in GLMs.
Section 3 describes the proposed MMCD algorithm, explains the benefits of majorization and
studies its convergence property. Comparison between the MMCD and several existing algorithms
is made in this section. Section 4 implements the MMCD algorithm in a concave penalized logistic
model. Simulation studies are performed to compare the MMCD algorithm and its competitors
in terms of computational efficiency and selection performance. Section 5 extends the MMCD

algorithm to a multinomial model. Concluding remarks are given in section 6.

2 Concave Penalized solutions for GLMs

Let {(y:, ;)1 } be the observed data, where y; is a response variable and @; is a (p+1)-dimensional
vector of predictors. We consider a GLM with canonical link function, in which y; relates to x;
through a linear combination n; = ! 3, with 8 = (8o, B, ..., 8,)7 € RPL. Here f3 is the intercept.

The conditional density function of y; given x; is

yiti — V(6;)

filyi) = exp{



Here ¢; > 0 is a dispersion parameter. The form of ¢)(f) depends on the specified model. For
example, 1(0) = log(1 + exp(#)) in a logistic model. Consider the (scaled) negative log-likelihood

function as a loss function ¢(3),

(8 x 3 Y {v(alB) - yal B, @)

We assume x;0 = 1,1 < ¢ < n. For the other p variables, we assume they are standardized, that
is, |&7]|3/n =1 with @7 = (215, ..., xn5)",1 < j < p. Here ||v]|2 is the {5 norm of a n-dimensional
vector v. The standardization allows the penalization to be evenly applied to each variable.

Define the concave penalized GLM criterion as

Q(B; \y) = U(B) + Zp(\m;x,v), (3)

where p is a penalty function. Note that the intercept [y is not penalized. We consider two

concave penalties, SCAD and MCP. The SCAD penalty (Fan and Li (2001)) is defined as
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with A > 0 and 7 > 2. The MCP penalty (Zhang (2010)) is defined as

t 2 )
p(t; N, y) = )\/0| l(l - %ﬁdw = ?lﬂ S (5)

A, [t > Ay,
with A > 0 and v > 1. Here z; = x1{x > 0} denotes the non-negative part of z. For both
SCAD and MCP, the regularization parameter v controls the degree of concavity, with a smaller
~ corresponding to a more concave shaped penalty. Both penalties begin by applying the same
degree of penalization as Lasso, and then gradually reduce the penalization to zero as |t| gets

larger. When v — oo, both SCAD and MCP converge to the ¢; penalty. The SCAD and MCP

penalties are illustrated in the middle and right panels of Figure 1.
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To have a basic understanding of these penalties, consider a thresholding operator defined as

the solution to a penalized univariate linear regression,

n

~

o1
O\ ) = argmin {5~ > (yi = :0)* + p(0;X,7)}-

=1

Let 016 = Sor iy Yoy @F be the least squares solution. Denote the soft-thresholding operator

7

by S(t,\) = sgn(t)(|t| — A\); for A > 0 (Donoho and Johnstone (1994)). Then for SCAD and

MCP, é(A, ) has a closed form solution as follows,

;

S(fLs, \), 05| < 2),
Forv>2, fscap(M7) = § 2228(0s, /(v — 1)), 2A < |fzs| < 7A,
éLs, |éLS‘ > )‘77

LS(éLSa)\)7 ’éLS’ S )\%

For v > 17 éMCP(Aa’y) = (6)

Y
éLs, |éLS| > \y.

Observe that both SCAD and MCP use the LS solution if \éL5| > \v; MCP only applies a scaled
soft-thresholding operation for |éL5| < My while SCAD apply a soft-thresholding operation to
05| < 2\ and a scaled soft-thresholding operation to 2A < |fpg| < Ay. These thresholding
operators will be the basic building blocks of the proposed MMCD algorithm described below.
Figure 1 shows the penalty functions and the thresholding functions of Lasso (left panel),
SCAD (middle panel) and MCP (right panel), respectively. The first row shows the penalty
functions and the second row shows the thresholding operator functions. Lasso penalizes all the
variables without distinction. SCAD and MCP gradually reduce the degree of penalization for

large coefficients.



Lasso (A=1) SCAD (A=1) MCP (A=1)

3 4 5
! | !
4 5

3

2
|

Penalty Function
2

Penalty Function

1
|
1

0
|
0

Lasso (A=1) MCP (A=1)

[Tol | wn [Te}
. o .
%V* %v %q,
o o <
Q [ Q
Q. joN Q.
O - O - O -
[=2} (=] [=2}
£ £ £
=} K=} =}
BN SN BN
e < e
[%] [%] [%]
o o o
e 4 c e 4
A = A

o H o o H

0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5

Figure 1: Penalty functions and threshold operator functions of Lasso(left), SCAD(middle) and MCP(right). The
first row shows the penalty functions and the second row shows the operator functions. Lasso shrinks all coefficients
without distinction. SCAD and MCP reduce the rate of penalization for large coefficients. Both MCP and SCAD

converge to Lasso if v — 4o0.

3 Majorization Minimization by Coordinate Descent

3.1 The MMCD Algorithm

For a GLM, a quadratic approximation of the loss function ¢(3) in a neighborhood of a given
estimate B leads to an iteratively reweighed least squares (IRLS) form of the loss function as

follows

(818) = Zwu Ty, (7)



with wi(8) = ¢(a B) and 2(B8) = P(a:B) {y; — ¥(a] B)} + =] B, where )(0) and (6) are
the first and second derivatives of 1(0) with respect to (w.r.t.) 0. Using ¢5(3|8) in the criterion
function, the CDA updates the jth coordinate by fixing the remaining k (k # j) coordinates. Let
B;n = ( gl B}”H, A;’jrl, s B;")T, the CDA updates B;n_l to B;n by minimizing the criterion
B;"“ - ar%min QS(BJ\BT_l)
.1 - am qm
= argming ) wilz Z vy B = b Zxﬁ Pao(BlA, (8

where w; and z; depend on (B;ril, @;,y;). The jth coordinate-wise minimizer is then obtained by

solving the equation,
1 ¢ 2 / 1 ¢ TAa™ IR 2 om
- > wirliB; + p'(18])sen(B;) — - > wiri(z— 2 B),) — - > wad B =0, 9)
i—1 i=1 i=1

with p'(|t]) the first derivative of p(|t|) w.r.t |t| and sgn(z) = 1,—1 or € [—1,1] for z > 0,< 0 or
x = 0.

For the MCP penalty, directly solving (9) gives the jth coordinate-wise solution as follows,

ST 7] < Gy

S §;—1/v’ Jl = ]fy )

= ¢ (10)
J

6_3" |T.7| > 6]7)‘7

where the scaling factor ; £ n=' 3" wia? and 7, = n =t Y wiwg; (2 — :BZTB;n_l) +3;3". In a
linear model, w; = 1,4 = 1, ..., n, thus the scaling factor ; = n=* Y " wix?j = 1 for standardized
predictors. In a GLM, however, the dependence of w; on (B;n_l, x;,y;) causes the scaling factor J;
to change from iteration to iteration. This is problematic because d; — 1/ can be very small and
is not guaranteed to be positive. Thus direct application of CDA may not be numerically stable

and can lead to unreasonable solutions.

To overcome this difficulty, Breheny and Huang (2011) proposed an adaptive rescaling ap-



proach, which uses

A ] < A

R 1—1/)" > T

B]erl _ 6;(1=1/7) J (11)
5 73| > A,

for the jth coordinate-wise solution. This is equivalent to apply a new regularization parameter
v* = /0, at each coordinate-wise iteration. Hence, the effective regularization parameters are not
the same for the penalized variables and are not known until the algorithm reaches convergence.
Numerically, the scaling factor J; requires extra computation, which is not desirable for large p. In
addition, small §; could also cause convergence issues. For SCAD, the adaptive rescaling approach
cannot be adopted because the scaled soft-thresholding operation only applies to the middle clause
of the SCAD thresholding operator as shown in (6).

The MMCD algorithm seeks a majorization of scaling factor ;. For standardized predictors,
this is equivalent to finding a uniform upper bound of the weights w; = @D(sz,B), 1 <i < n.
In principle, we can have a sequence of constants C; such that C; > w; for i = 1,...,n and use
M; = ZC’ixfj /n to majorize §;. The standardization, however, allows a single M to majorize
all the p scaling factors. Observe that in a GLM, the scaling factor ¢§; is equal to the second
partial derivative of the loss function, i.e. V2(8) = Y d(z!B)2?/n = Y wiz?/n. Hence, a
majorization of w; results in a majorization of V?E(B). For simplicity, we put the boundedness
condition, ¢; < M on the term V3{(8) rather than the individual w;.

From the perspective of MM algorithm, the majorization of d; is equivalent to finding a sur-
rogate function (MM (leﬁil) that majorizes Es(ﬁjﬁ;il) when optimizing the criterion function

w.r.t the jth coordinate, where

M (B850 = LB + VBT (B — B + %M(Bj - B2, (12)
and
Am Am A ~ 1 Am ~
C(B1851) = BS-0) + VLB (B = B7") + 5 V(B (8 — B)')°, (13)

9



with the second partial derivative V?f (,B;n_l) in the Taylor expansion being replaced by its upper
bound M. Note that the majorization is applied coordinate-wisely to better fit the CDA approach.
The descent property of the MM approach ensures that iterative minimization of M (g;| Bﬁl)
leads to a descent sequence of the original objective function. For more details about the MM
algorithm, we refer to Lange, Hunter, and Yang (2000); Hunter and Lange (2004).

Given the majorization of ¢;, some algebra shows that the jth (j = 1,...,p) coordinate-wise

solutions are

(

ﬁsh—jv)‘)? ‘Tj| < (1+M>/\7

. pmAl S(r, -
SCAD: g™ = ¢ SRl (14 M)A < |ry] < M,
| 7 |75 > My,

(14)

SmA | < My

- - > MYA,
MCP: g+t = M (15)

%Tj ‘Tj‘ > M’Y>\7

with 7; = Mﬁm P (g — (e T,Bj 1))- The solution of the intercept is

3t = 1o/ M, (16)

with 7o = MBy +n~" 320 a0 (ys — h(z T3™)), where 8" = (B, B, ..., B;”)T. In the expressions
(14) and (15), we want to ensure the denominators are positive, that is, M — 1/(y — 1) > 0 and
M — 1/4 > 0. This naturally leads to the constraint on the penalty, inf, p" (|t|;\,7) > —M,
where p"(|t|; \,7) is the second derivative of p(|t|;\,7) w.r.t. |t|. For SCAD and MCP, this
condition is satisfied by choosing a proper v. For SCAD, inf; p" (|t|; A,7) = —1/(y — 1); for MCP,
inf, p" (|t|; \,7) = —1/v. Therefore, we require v > 1 + 1/M for SCAD and v > 1/M for MCP.
The MMCD algorithm can gain further efficiency by adopting the following tip. Let n =

(M, mp)" and X = (zf,...,x])", and 7}" = X,égn be the linear component corresponding to

n

10



B;n Further efficiency can be achieved by using the equation

A = 05+ @B = ) = A+ (87— B e (17)
This equation turns a O(np) operation into a O(n) one. Since this step is involved in each iteration
for each coordinate, this simple step turns out to be significant in reducing the computational cost.

We now summarize the MMCD procedure for a given (A,7). Assume the conditions below

hold:

(a) The second partial derivative of £(3) w.r.t. §; is uniformly bounded for standardized X, i.e.

there exists a real number M > 0 such that V?f(,@) <M for 5 =0,...,p.

(b) inf, p" (|t|; A, v) > —M, with p"(|t|; A, ) being the second derivative of p(|t|; A, ) w.r.t. |¢].
The MMCD algorithm proceeds as follows,

1. Given an initial value BO, compute the corresponding linear component 7°.

2. Form = 0,1, ..., update the intercept by form (16), and use the solution form (14) or (15) to
update B;n to B:L for the penalized variables. After each iteration, also compute the corresponding
linear component N, using (17). Cycle through all the coordinates for j = 0,...,p such that Bm
18 updated to Bmﬂ.

3. Check the convergence criterion. If converges then stop iteration, otherwise repeat step 2

until converges.
We use the convergence criterion ||Berl — B"12/(18"|]2 + 0) < e. We choose § = 0.01 and

€ = 0.001 unless mentioned otherwise.

3.2 Convergence Analysis

In this section, we present a convergence result for the MMCD algorithm. Theorem 1 establishes
that under certain regularity conditions, the MMCD solution converges to a minimum of the

objective function.

11



Theorem 1. Consider the objective function (3), where the given data (y, X) lies on a compact
set and no two columns of X are identical. Suppose the penalty p(|t|; \,v) = p(t) satisfies p(t) =
p(=t), p'(|t]) is non-negative, uniformly bounded, with p'(|t|) being the first derivative (assuming
existence) of p(|t|) w.r.t. |t|. Also assume that two conditions stated in the MMCD algorithm hold.

Then the sequence generated by the MMCD algorithm {B™} converges to a local minimum of

the function Q(8).

Note that the condition on (y, X) is a mild assumption. The standardization of columns of X
can be performed as long as no columns are zero. The proof of theorem 1 is given in Appendix. It
extends the work of Mazumder, Friedman and Hastie (2011) to cover more general loss functions

other than the least squares.

3.3 Comparison with existing algorithms

The LQA (Fan and Li (2001)), perturbed LQA (Hunter and Li (2005)), LLA (Zou and Li
(2008)) and MIST (Schifano, Strawderman and Wells (2010)) algorithms share the same spirit
in the sense that they all optimize a surrogate function instead of the original penalty p(|t|; A, 7).
Figure 2 illustrates the three majorizations of SCAD. The left panel of Figure 2 is majorized at
t = 3, while the right one is majorized at ¢t = 1. In both plots, v = 4 and A = 2 are chosen for
better illustration purpose. To apply these methods, we need to approximate both the loss and
penalty functions. This does not take full advantage of CDA. Indeed, the approximation of the
penalty requires additional iterations for convergence and is not necessary, since exact coordinate-
wise solution exists. Thus MMCD uses the exact form of the penalty and only majorizes the

loss.

12
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Figure 2: SCAD penalty and its majorizations, LQA, Perturbed LQA (PLQA) and LLA. The left plot is majorized
at t = 3, the right one is majorized at t = 1. All the curves are plotted using v = 4 and A = 2 for better illustration

effect.

4 The MMCD for Penalized Logistic Regression

As mentioned in the introduction, the MMCD algorithm is particularly suitable for logistic regres-
sion, which is one of the most widely used models in biostatistical applications. For a logistic
regression model, the response y is a vector of 0 or 1 with 1 indicating the event of inter-
est. The first and second derivatives of the loss function are V,;£(8) = —(2/)"(y — #)/n and
V?E(,é) =n~" Y wry;, with w; = 7;(1 — ;) and #; being the estimated probability of ith obser-
vation given the current estimate 3, i.e. #; = 1/(1+ exp(—w?,@)). For any 0 < 7 < 1, we have
(1 —m) < 1/4. Hence the upper bound of fo(,@) is M = 1/4 for standardized x/. Correspond-
ingly 7, = 4*15} +n Y x?)T(y — #) for j = 0,...,p. By condition (ii), we require v > 5 for SCAD

and v > 4 for MCP.
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4.1 Computation of Solution Surface

A common practice in applying the SCAD and MCP penalties is to calculate the solution path in
A for a fixed value of k. For example, for linear regression models with standardized variables, it
has been suggested one uses v =~ 3.7 for SCAD (Fan and Li (2001)) and v ~ 2.7 (Zhang (2010))
for MCP. However, in a GLM model including the logistic regression, these values may not be
appropriate. Therefore, we use a data driven procedure to choose v together with A. This requires
the computation of solution surface over a two-dimensional grid of (\,v). We re-parameterize
k = 1/v to facilitate the description of the approach for computing the solution surface. By
condition (ii) of the MMCD algorithm, we require k € [0, Kmax), With Kyax = 1/5 for SCAD and
Kmax = 1/4 for MCP. When k = 0, both the SCAD and MCP become the Lasso.

Define the grid values for a rectangle in [0, Kmax) X [Amin; Amax] t0 be 0 = k1 < kg < -+ <
K < Kmax and Apax = A1 > A9 > -+ > Ay = Apnin. The number of grid points K and V are
pre-specified. In our implementation, the x-grid points are uniform in normal scale while those
for A are uniform in log scale. The A,.x is the smallest value of A such that Bj =0,7=1,...,p.

"max;|(x/)T (y — @) for every ry with # = gJ and J being a

For a logistic model, A\pL.x = n~
vector whose elements are all equal to 1. Let Apin = €A\nax, with € = 0.0001 if n > p and € = 0.01
otherwise. The solution surface is then calculated over the rectangle [0, Kyax) X [Amin; Amax]. Denote
the MMCD solution for a given (kx, A,) by B%)\U.

We follow the approach of Mazumder, Friedman and Hastie (2011) to compute the solution
surface by initializing the algorithm at the Lasso solutions on a grid of A values. The Lasso
solutions correspond to k = 0. Then for each point in the grid of A values, we compute the

solutions on a grid of k values starting from x = 0, using the solution at the previous point as the

initial value for the current point. The details of the approach are as follows.

(1) First compute the Lasso solution along A. When computing B using Bm,/\v as the

K/Oy)\’0+1’
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initial value in the MMCD algorithm.

(2) For a given \,, compute the solution along k. Here we use BNW\U as the initial value in

computing the solution Bnkﬂ, Ay

(3) Cycle through v =1, ...,V for step (2) to complete the solution surface.

Define a variable to be a causal one if its coefficient 5 # 0; otherwise call it to be a null
variable. Figure (3) presents the solution paths of a causal variable with 8 = 2 (plot (a)) and a
null variable with 8 = 0 (plot (b)) along x using the MCP penalty. Observe that the estimates
could change substantially when x crosses certain values. This justifies our treating x as a tuning
parameter since a pre-specified £ might not give the optimal results. This is the reason why we
prefer a data-driven procedure to choose both x and .

@ (b)

< - < -
true value true value
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A=0.118 ceee A=0,021
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- A=0.083 ===+ A=0.010
] O |l i miimemimimiimemiemememimemimemamiT
c c Fm i imemamizrimesieCmrimIiiTeTimELSTSImELSITS
(=] o !
ELE e Saq !
© ° ;
n n i
] o ""
o . N I
T T T T T T T T
0 0.05 0.1125 0.175 0.25 0 0.05 0.1125 0.175 0.25
Value of K Value of K

Figure 3: Plots of solution paths along k. Plot (a) shows the paths for a causal variable with 3 = 2, while (b)

shows the paths for a null variable with 5 = 0. Observe that the estimates could change substantially when &

crosses certain threshold values.
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4.2 Design of simulation study

Let Z be the design matrix of the covariates, that is, it is a sub-matrix of X with its first column re-
moved. Let Ay = {1 < j <p: f; # 0} be the set of causal variables with dimension py. We fix py =

10, By = 0.0 and the coefficients of Ay to be (0.6,—0.6,1.2,—1.2,2.4, —0.6,0.6, —1.2,1.2, —2.4)T

such that the signal-to-noise ratio (SNR), defined as SNR = \/ BT XTX3/no?, is approximately
in the range of (3,4). The covariates are generated from a multivariate normal distribution with
zero means and variance 02X, with 02 = 1 and X being a positive-definite matrix with dimension
p X p. The outcomes y are generated from the Bernoulli distribution with y; ~ Bernoulli(1, p;),
with p; = exp(B87x;)/(1 + exp(8Tx;)) for i = 1,...,n.

We consider five types of correlation structures for X.

(a) Independent structure (IN) for the p penalized variables. Here ¥ = I, with I, being the

identity matrix of dimension p x p.

(a) Separate structure (SP). The causal and null variables are independent. Let ¥, and 3
being the covariance matrix for the causal variables and the null variables, respectively, then
3} = block diagonal(X, ¥;). Within each set of variables, we assume a compound symmetry

structure, that is, p(x;;, z;) = p for j # k.

(c) Partial correlated structure (PC), i.e. part of the causal variables are correlated with part of
the null variables. Specifically, ¥ = block diagonal(X,, ¥, 3.), with 3, being the covari-
ance matrix for the first 5 causal variables; 3, being the covariance matrix for the remaining
5 causal variables and 5 null variables; 3. being the covariance matrix for the remaining

null variables. We also assume a compound symmetry structure within 3J,, 33, 3.
(d) First-order autoregressive (AR) structure, i.e. p(x:, zix) = plI=*) for j # k.

(e) Compound symmetry (CS) structure for p variables.

16



4.3 Numerical implementation of the LLA algorithm

The basic idea of the LLA is to approximate a concave penalty p(|5;];v, A) by p(|5jm|, v, A)|B;| based

on the current estimate Bm For the logistic regression, we also use a quadratic approximation (7)
~Am ~m—+1

for the loss based on 3 . To compute 3 ’ , we minimize a Lasso-like criterion

CBIB™)+ > pBr A, NG (18)

j=1

To compare the MMCD with the LLA, we implemented the LLA algorithm in two ways. The
first implementation strictly follows the description in Zou and Li (2008). This uses working
data based on the current estimate and separates the design matrix into two parts, U = {j :
p(|B}”|,77 A)=0}and V ={j: ,0(|/6A’;”|,7, ) # 0} for a current estimate 3, with p(t) being the
derivative of p(-). The computation of BmH involves (X7 X})™!, with X}, = (X; : j € U) being
the design matrix of variables in U. Hence, the solution could be non-unique if n < py with py
being the number of variables in U. Therefore, this approach generally only works in the settings
with n > p.

In the second implementation, we use the coordinate descent algorithm to minimize (18). This
implementation can handle data sets with p > n. We call this implementation LLA-CD algorithm
below.

Since both implementations require an initial estimate ,@ to approximate the penalty, we use
the Lasso solutions to initiate the computation along x for the LLA and LLA-CD algorithms.
The LLA, adaptive rescaling, LLA-CD and MMCD algorithms were programmed in Fortran with
similar programming structures for fair comparison. We observe that the adaptive rescaling algo-
rithm does not converge within 1, 000 iterations if k,,,. is large. Hence, we set K,,q. = 0.25 for the
adaptive rescaling algorithm in our computation. In the simulation, we set correlation coefficient
p = 0.5, the number of grids K = 10, V' = 100 and the convergence criterion ¢ = 0.001 if n > p

and € = 0.01 if n < p.
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4.4 Comparison of computational efficiency

Since the adaptive rescaling approach can only be applied to the MCP penalty, we compare the
efficiency of the LLA, adaptive rescaling, LLA-CD and MMCD algorithms for MCP penalized
logistic regression models. The computation is done on Inter Xeon CPU (W3540@2.93GHZ)
machines with Ubuntu 10.04 operating system (Kernel version 2.6). We consider two settings
with n < p and n < p.

Figure 4 shows the average elapsed times measured in seconds based on 100 replications for
p = 100,200 and 500 with a fixed sample size n = 1,000. Observe that the time for the adaptive
rescaling algorithm increases dramatically when n = 1,000 and p = 500. This suggests that the
ratio of p/n has a greater impact on the efficiency of the adaptive rescaling algorithm. LLA-CD
algorithm is also impacted by the p/n ratio to a certain extend. MMCD and LLA are fairly stable
to the change of p/n ratio. Overall, the MMCD algorithm is the fastest one. It is worth noting
that in the setting with (n = 1,000, p = 500), the adaptive rescaling and LLA-CD algorithms do
not converge within 1,000 iterations for a convergence criterion € = 0.001 in some replications.

For high dimensional data with p > n, we focus on the comparison between the adaptive
rescaling, LLA-CD and MMCD algorithms. Figure 5 presents the average elapsed times in seconds
based on 100 replications for n = 100 and figure 6 presents those for n = 300. The numbers of
variables, p, is chosen to be 500, 1,000, 2,000, 5,000 and 10,000. Both plots show that as p
increases, the advantage of MMCD algorithm becomes more apparent. For a fixed p, the MMCD
algorithm gains more efficiency when the predictors are correlated and n is large. In addition, the
MMCD algorithm has the smallest standard error of computation times, followed by the LLA-CD
and adaptive rescaling algorithms. This suggests the MMCD is the most stable one among the

three algorithms in high-dimensional settings.
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Figure 4: Computational efficiency of the LLA, adaptive rescaling, LLA-CD and MMCD algorithms with fixed
sample size (n = 1,000). The solid line is the average elapse time of the MMCD algorithm, the dash line is that of
the LLA-CD algorithm, the dotted line is that of the adaptive rescaling algorithm and the dashed line with dark
circles is that of the LLA algorithm. Here, IN, SP, PC, AR and CS refers to the five design matrix described in

Subsection 4.2.

4.5 Comparison of selection performance

We further compare the selection performance of the LLA, adaptive rescaling, LLA-CD and
MMCD algorithms for the MCP penalized logistic models. Since we are not addressing the issue
of tuning parameter selection in this article, the algorithms are compared based on the model
with the best predictive performance rather than the models chosen by a particular tuning pa-
rameter selection approach. This is done as follows. We first compute the solution surface over

[0, Kmax) X [Amins Amax] Dy each algorithm based on training datasets. Given the solution surface
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Figure 5: Computational efficiency of the adaptive rescaling, LLA-CD and MMCD algorithms for p > n models.
The sample size is fixed at n = 100. The solid line is the average elapse time of the MMCD algorithm, the dash
line is that of the LLA-CD algorithm and the dotted line is that of the adaptive rescaling algorithm. Here, IN, SP,

PC, AR and CS refers to the five design matrix described in Subsection 4.2.

~

B, »,» We compute the predictive area under ROC curve (PAUC) AUC/4, ,) for each B% », based
on a validation set with n* = 3,000. The well-known connection between AUC and the Mann-
Whitney U statistics (Bamber (1975)) is used, that is, AUC = maz {1 — Uy /nins, Uy /nins}, with
Uy = Ry — (n1(ny +1)/2), where n; is the number of observations with outcome y; = 1 in the
validation set, R; is the sum of ranks for the observations with y = 1 in the validation set. The
rank is based on the predictive probability of validation samples with 7 (#y, A,) computed from
B% x,- The model corresponding to the maximum predictive AUC|, »,) is selected as the final

model for comparison.
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The sample size is fixed at n = 300. The solid line is the average elapse time of the MMCD algorithm, the dash
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PC, AR and CS refers to the five design matrix described in Subsection 4.2.

The results are compared in terms of model size (MS) defined as the total number of selected
variables; false discover rate (FDR), defined as the proportion of false positive variables among the
total selected variables; the maximum predictive area under ROC curve (PAUC) of the validation
dataset. The results reported below are based on 1,000 replicates.

Table 1 presents the comparison among four algorithms in n > p settings with n = 1000
and p = 100. The results show that the models selected by four approaches have similar PAUC.
In terms of models size and FDR, the MMCD and LLA-CD algorithms performs similarly, both

having smaller model size and lowest FDR than the adaptive rescaling and LLA approaches. Table
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2 presents the comparison among the adaptive rescaling, LLA-CD and MMCD algorithms in high
dimensional settings with n = 100 and p = 2,000. Similar to the low dimensional case, the PAUC
of three methods are almost identical in p > n models. In terms of model size and FDR, the

MMCD and LLA-CD algorithms have very similar results.

4.6 Application to a Cancer Gene Expression Dataset

The purpose of this study is to discover the biomarkers associated with the prognosis of breast
cancer (van't Veer et al (2002); Van de Vijver et al (2002)). Approximately 25,000 genes were
scanned using microarrays for n = 295 patients. Metastasis within five years is modeled as the
outcome. A subset of 1,000 genes with highest Spearman correlations to the outcomes are used in
the penalized models to stabilize the computation. For the same reason as in the simulation study,
we do not resort to any tuning parameter selection procedure to choose models for comparison.
Instead, we randomly partition the whole dataset n = 295 into a training (approximately 1/3 of the
observations) and a validation dataset (approximately 2/3 of the observations). The model fitting
is solely based on the training dataset; the solution corresponding to the maximum predictive
AUC of the validation dataset is chosen as the final model for comparison. We repeat this random
partition process for 900 times.

Table 3 shows the results for the SCAD penalty using the MMCD algorithm, and the MCP
penalty using the adaptive rescaling, LLA-CD and MMCD algorithms. Three PAUCs are close to

each other. The model size of LLA-CD algorithm for MCP penalty happens to be the largest.
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4.7 Analysis results of the cancer study using tuning parameter selec-

tion method

We now present the results for the breast cancer study using the cross-validated area under ROC
curve (CV-AUC) as a tuning parameter selection method. This method uses a combination of
cross validation and ROC methodology. The logistic regression model is fitted based on a training
sample and the (predictive) AUC of the fitted model is calculated for the test sample. Both the
training and test samples are created by the cross validation. Repeat the process for multiple
times to compute the average predictive AUC, which is defined as the CV-AUC. A models with
the highest CV-AUC is chosen as the final model. For details of using the CV-AUC for tuning
parameter selection in penalized logistic regression, we refer to Jiang, Huang, and Zhang (2011).
We use 5-fold cross validation to compute the CV-AUC.

For this dataset, the SCAD penalty with the MMCD algorithm, the MCP penalty with the
adaptive rescaling and LLA-CD algorithms select the same model with 67 variables and CV-AUC

0.7808. The MCP penalty with the MMCD algorithm selects 16 variables with CV-AUC 0.8024.

5 Further example of the MMCD algorithm

When the outcome variable has K > 2 levels, the logistic model can be extended to a baseline-
category logit model. Let y;. be the indicator of the outcome of the ith observation in the kth
level, £k = 1,..., K and x; be the corresponding covariates. The baseline-category logit model

assumes that

7Tk(33)
7TK(iB

log( y=a'3,, (19)

~—

with 7 (2) being the probability of the outcome in the kth level, and B3, being the corresponding

coefficients. As in the case of Logistic regression, we assume 3, € RP! and S, being the intercept



and not penalized.
Denote 87 = (87, ..., B%_,) as the vector of regression coefficients. Given the structure of (19),

we have () = exp(x”8,,)/{1+ 31—, exp(x”B;)}. Hence the loss function for the multinomial

case 1S
1> K—1 n K-1
(B) = —{ log{l+> exp(@(B)} > > vaw! B} (20)
i=1 k=1 i=1 k=1
Correspondingly, the penalized regression model for the multinomial outcome is
n K-1 K—1 p
= —{Zlog{l + Z exp(a] B} = ) wam! Bt + YD Bl Ay (21)
i=1 k=1 k=1 j=1

Take second derivative of {(3) w.r.t. 3, we have

25_11 eXP(“/"Tﬁk) 2Tz 99
Z 1+Zk Lexp(xf B, (22

Therefore, for the jth component in 8,, the upper bound can be easily identified as

(B) < i 1/4a?; = 1/4.

Thus, we could still use M = 1/4 to meet the condition (ii) of the MMCD algorithm for the model.
However, because of the multinomial outcome, we need two levels of cycling in the implementation
of MMCD algorithm, first cycling through all the jth coordinates within 3,, then cycling through
the k =1,..K — 1 to update 3.

We below outline the MMCD approach for the concave penalized baseline-category logit model.
the MMCD Algorithm for the penalized baseline-category logit model

1. Given any initial value of BO, computing the corresponding linear component f*.

Outer cycling:

2. At step m = 0,1, ..., update BZ to BZLH by the inner cycling.

Inner cycling:

( m+1 5m+1

. . Am
a. Given the current estimate of By; = ,

,ﬁk (1) ,ka), update the estimate
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to BZZJ‘H) = ( m+1, 6”“, ,Z”;Zrll ﬁkp) by using the solution in (14 or 15 ) for the penalized

variables and (16) for the intercept, with
b 1¢ ZK_leXp(fBTB )
SRR ) S i, N,
[ 1+Zk 1 texp(a] By)]

with ,ék, being the latest estimate of B. After each iteration, also update the corresponding linear

component.
b. Cycle through all the coordinate j = 0, ..., p such that BZL 15 updated to B?H

3. Repeat the inner cycling and cycle through the k = 1,..., K — 1 blocks of B, update Bm to

~m—+1

B

4. Check the convergence criterion. If converges then stop the iteration, otherwise repeat step

2 and 3 until converge.

6 Concluding Remarks

In this article, we propose an MMCD algorithm for computing the concave penalized solutions in
the GLMs. Our simulation studies and data example demonstrate that this algorithm is efficient
in calculating the concave penalized solution in logistic regression models with p > n. Unlike the
existing algorithms for computing concave penalized solutions, such as the LQA, LLA and MIST
that approximates the penalty term, the MMCD seeks a closed form solution for each coordinate
by using the exact penalty term. The majorization is only applied to the loss function. This
approach increases the efficiency of CDA in high-dimensional settings. The convergence of the
MMCD algorithm is proved under certain regularity conditions.

The comparison among the LLA, adaptive rescaling, LLA-CD and MMCD algorithms indicates
that the MMCD is more efficient than the other approaches especially for large p and correlated
covariates. Our results suggest that the LLA-CD algorithm is very competitive to the adaptive

rescaling approach, in some cases, even better. The LLA-CD algorithm implements the adjacent
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initiation idea to reduce the computational cost, i.e. uses Bﬁk’/\v as the initial values to compute
BRHN\U. Within the CDA component, the solutions are updated in a sequential manner, i.e.

~m+1

3m41 rather than in a vector form, which uses Bm to compute B8 .

using 57" to compute 74"

This is different from the the LLA-LARS implementation by Breheny and Huang (2011). The
adjacent initiation and the sequential updating scheme may be the main reasons why the two
implementation of LLA performs so differently.

The application of the MMCD algorithm to the logistic regression is facilitated by the fact that
a simple and effective majorization function can be constructed for the logistic likelihood. However,
in some other important models in the GLM family such as the log-linear model, it appears that no
simple majorization function exists. One possible approach is to design a sequence of majorization
functions according to the solutions at each iteration. This is an interesting problem that requires

further investigation.
Acknowledgments The research of Huang is supported in part by NIH grants RO1CA120988,

RO1CA142774 and NSF grant DMS 0805670.

SUPPLEMENTAL MATERIALS

R-package for MMCD Algorithm: R-package ‘cvplogistic’ is available at www.r-project.
org (R Development Core Team (2011). It implements the adaptive rescaling, LLA-CD

and MMCD algorithms for the logistic regressions with concave penalties.
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7 Appendix

In the Appendix, we prove Theorem 1. The proof follows the basic idea of Mazumder, Friedman
and Hastie (2011). However, there are also some important differences. In particular, we need to
take care of the intercept in Lemma 1 and Theorem 1, the quadratic approximation to the loss

function and the coordinate-wise majorization in Theorem 1.

Lemma 1. Suppose the data (y, X) lies on a compact set and the following conditions hold:

1. The loss function ¢(3) is (total) differentiable w.r.t. B3 for any 3 € RPT!.

2. The penalty function p(t) is symmetric around 0 and is differentiable on t > 0; p'(|t|) is non-
negative, continuous and uniformly bounded, where p'(|t|) is the derivative of p(|t|) w.r.t. |t|.

3. The sequence {B"} is bounded.

4. For every convergent subsequence {B"*} C {B"}, the successive differences converge to zero:

g™ — gt 0.
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Then if B is any limit point of the sequence {ﬁk}, then B is a minimum for the function

Q(B); i.e.

i np Q1+ 00) — Q)

al0+ (6]

}=>0, (23)
for any & = (do, ..., 0,) € RPFL,

Proof. For any B = (B, ..., 3,)" and §; = (0, ...,0;, ...,0) € R we have

Q(B+ad;) — Q(B) p(B; + ad;)) — p(15;])

hgfolff{ > }o= Vﬂ(,@)(%—l—llgjolff{ . }
= V;l(B)d; + 9p(B;; 05), (24)
for j € {1,...,p}, with
P'(18;])sen(B;)d;, B85 > 0;
NP e C -
p'(0)1;1, 8] =0,
where )
1, ifx > 0;
sgn(z) = —1, ifx <0;

any u € (—1,1), ifz =0.

\

Assume B" — 8% = (5%, ..., 3;°), and by assumption 4, as k — oo
By = (B0 B B B BT = (B B0 B B ) (26)
By (25) and (26), we have the results below for j € {1, ..., p}.
Op(}%:65) — Dp(B56)), I 6 £ 0; 0p(F5%:65) > Tominf Dp(B7%36), i B =0, (27)
By the coordinate-wise minimum of jth coordinate j € {1, ..., p}, we have
V(B 1S, + 0p(B*;6;) > 0, for all k. (28)
Thus (27, 28) implies that for all j € {1, ..., p},
Vil(B%)3; + 0p(55°30;) = lim inf {V;0(85* )85 + 0p(B7*;6;)} > 0. (29)
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By (24,29), for j € {1, ..., p}, we have

i ingg Q8+ 085) — Q(B%)

> 0. 30
al0+ «Q } - ( )

Following the above arguments, it is easy to see that for j =0
Vol(B>)do > 0. (31)

Hence for § = (dy, ..., d,) € RP™ by the differentiability of ¢(3), we have

Q(B™ + ad) — Q(B™)

lim inf{ - b= Vol(B*)do
+ jzp;[ng(ﬂ“)@ + lim inf{ itk O@l) ~ e }
= Vol(B%)6 + ghﬁgff‘{mﬁ S O“Z) —Q87),
> 0, (32)
by (30, 31). This completes the proof. 0

Proof of Theorem 1

Proof. To ease notation, write Xéo,---, 5 5, = X(u) for Q(B) as a function of the jth coordi-

185415+

nate with (5o, ..., Bj-1, Bj+1, .-, Bp) being fixed. We first deal with the j € {1,...,p} coordinates,
then the intercept (Oth coordinate) in the following arguments.

For j € {1,..., p}th coordinate, observe that

X(U + 5) — X(U) = g(ﬁg, ey 63'_1, u -+ 5, Bj-l—la cany Bp) — 6(60, ceey Bj—la u, ﬁj—i—h vy 51,)
+ p(lu+9]) = p(|ul) (33)
= ng(ﬁ(h vy 5j717 u, /8j+17 ceey Bp)(S + %ng(ﬁ(b teey 5j717 u, /Bj+17 ceey Bp)52

+ 0(0%) + ' (lul)(lu + 6| = |u]) + %p"(IU*I)(W +0| = |u])?, (34)
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with |u*| being some number between |u+ d| and |u|. Notation V;0(fo, ..., Bi—1, u, Bjt+1, ..., Bp) and
V?ﬁ(ﬁo, ey Biz1,u, Bjs1, ..., Bp) denote the first and second derivative of the function ¢ w.r.t. the
jth coordinate (assuming to be existed by condition (1)).

We re-write the RHS of (34) as follows:
RHS(Of 34) - Vj£<507 -"763'—17 U, 6]'-&-17 SS) ﬂp)a + (V?é(ﬁo, SaS) 6]'—17“76]’-1-17 "'7ﬁp) - M)52
+ 0 (|ul)sgn(u)d
/ / L *
+ ([ (ju+ 6] = [ul) = o' (juD)sen(w)d + 5o (Ju" ) (Ju + 6] = [ul)*

+ (M- %V?aﬁo, vy Bi—1, U, Bt e Bp))8% + 0(8%). (35)

On the other hand, the solution of the jth coordinate (j € {1,...,p}) is to minimize the

following function,

Q;(ulB) = U(B) + V;£(B)(u = 5;) + %Vﬁf(ﬁ)(u = Bj)* + p(Jul), (36)

By majorization, we bound V?ﬁ(ﬁ) by a constant M for standardized variables. So the actual

function being minimized is

Q,(ulB) = €(8) + V,(8)(u ;) + 5M(u— 5, + ). (37)

Since w is to minimize (37), we have, for the jth (5 € {1,...,p}) coordinate ,
V,08) + M(u— 8) + ¢/ ([ul)sgn(u) = 0, (39)
Because x(u) is minimized at g, by (38), we have
0 = Vil(Bos. Bi—1, 1o + 0, Bis1, oy Bp) + M(ug — ug — ) + p'(Juo|)sgn(uo)

= ng(ﬂo, vy B, U0, Bigas oy 5p) + Vif(ﬁo, ey Bio1, U0, Byt oy 5p)5 +0(0)

— M5+ p(Juol)sgn(uo), (39)

if ug = 0 then the above holds true for some value of sgn(ug) € (—1,1).
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Observe that p'(|z|) > 0, then
P ([ul)(lu+ 0] = ful) = p'(Jul)sgn(u)d = p'([ul)[(Ju + 6] — |ul) — sgn(u)d] = 0 (40)

Therefore using (39, 40) in (35) at ug, we have, for j € {1, ..., p},

X+ 6) = x(ug) > " () (u+ 8] — [ul)?

+ 6*(M — %V?f(ﬂo, oo Bi=1, U0, Bty s Bp)) + 0(67)

1 1
> DM+ 3 (W) (u+ 8] — [ul)? + 0(8?). (41)

By condition (ii) of the MMCD algorithm inf; p”(|t]; A, v) > —M and (Ju + 6| — |u])* < §2. Hence

there exist 6o = $(M +inf,p"(|2|) + o(1)) > 0, such that for the jth coordinate, j € {1,...,p},
X(uo +6) = x(uo) > 6,0%. (42)
Now consider [j, observe that

X(u+0)—x(u) = lu+9,pb1,....5,) — U, B, ..., Bp)
= Vil By B0 5V By, )07 0(07)
= Vil(u, B, ..., Bp)6 + (Vi(l(u, B, ..., Bp) — M)&?

1
+ (M- EVZ{E(U, Br, s Bp))6% + 0(67), (43)
By similar arguments to (39), we have

0 = Vlé(uo—l—é,ﬁl,...,ﬁp)+M(u0+5—u0)

= Vil(uo, Br, .., Bp) + Vil(ug, Bi, ..., Bp)d + 0(8) — MG. (44)
Therefore, by (43, 44), for the first coordinate of 3

X(Uo + (5) - X(UQ) = (M - %V%(Uo, 617 st ﬁp))éQ + 0((52)

_ %M(Sz + %(M — 20, B, s B))57 + 0(62)
%52(M +o(1)). (45)

Y
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Hence there exists a 6; = (M + o(1)) > 0, such that for the first coordinate of 3
x(ug + 0) — x(ug) > 6,62 (46)
Let 0 = min(fy, 65), using (42,46), we have for all the coordinates of 3,
X(ug +0) = x(uo) = 057, (47)
By (47) we have
QBT —QBI) = 08— B
0By =87 13, (48)

where B}”_l = (B, .., BT, ;’_ﬁl, ..., 371). The (48) establishes the boundedness of the sequence
{B™} for every m > 1 since the starting point of {3'} € RP*!.

Apply (48) over all the coordinates, we have for all m

QB™ - QP =0 B - 8" ;- (49)

Since the (decreasing) sequence Q(8™) converges, (49) shows that the sequence {8*} have a unique
limit point. This completes the proof of the convergence of {3"}.
The assumption (3) and (4) in lemma 1 holds by (49). Hence, the limit point of {3*} is a

minimum of Q(A3) by lemma 1. This completes the proof of the theorem. H
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Table 1: Comparison of selection performance among four algorithms with n = 1,000 and p = 100.
PAUC refers to the maximum predictive area under ROC curve (PAUC) of the validation dataset.
MS is model size. FDR is false discovery rate. SE is the standard errors based on 1, 000 replications.

Here, IN, SP, PC, AR and CS refers to the five design matrix described in Subsection 4.2.

Structure (SNR) Algorithm PAUC(SE*10°) MS(SE*10!) FDR(SE*10%)
IN LLA 0.947 (4.58) 10.96 (0.55)  0.07 ( 3.32)
(4.32) Adpres 0948 (4.35) 16.28 (1.21)  0.36 (4.23)
LLA-CD 0948 (3.45) 10.79 (0.57)  0.06 ( 3.09 )
MMCD 0948 (3.37) 10.90 (0.56)  0.07 ( 3.31)
SP LLA 0.915 (7.74) 11.39 (0.77)  0.10 ( 3.96 )
(3.05) Adpres 0916 (6.93) 14.14 (0.87)  0.27 ( 3.90)
LLA-CD 0917 (7.24) 11.35(0.84)  0.10 ( 4.10)
MMCD 0917 (6.67) 11.27 (0.64)  0.10 ( 3.57 )
PC LLA 0.945 (5.95) 14.25 (1.50)  0.24 ( 5.72)
(3.89) Adpres 0947 (525) 1555 (1.09)  0.33 (3.97)
LLA-CD 0947 (5.61) 11.61 (1.07)  0.11 ( 4.46 )
MMCD  0.947 (5.07) 1141 (0.79)  0.10 ( 3.93)
AR LLA 0.921 (8.83) 13.83 (1.28) 024 (5.34)
(3.20) Adpres 0924 (6.73) 18.76 (1.34)  0.44 ( 3.94)
LLA-CD  0.924 (7.88) 11.20 (0.76 )  0.10 ( 3.49 )
MMCD  0.925 (5.98) 12.11(0.82)  0.15 ( 4.45)
CS LLA 0.919 ( 8.13) 1242 (1.07)  0.16 (4.70)
(3.06) Adpres 0921 (7.02) 14.15(0.90)  0.27 ( 3.98)
LLA-CD 0922 (6.61) 10.64 (0.54)  0.05 ( 2.80 )
MMCD  0.922 (6.60) 10.94 (0.58)  0.07 (3.32)
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Table 2: Comparison of selection performance among the adaptive rescaling, LLA-CD and MMCD
algorithms with n = 100 and p = 2,000. PAUC refers to the maximum predictive area under ROC
curve (PAUC) of the validation dataset. MS is model size. FDR is false discovery rate. SE is
the standard errors based on 1,000 replications. Here, IN, SP, PC, AR and CS refers to the five

design matrix described in Subsection 4.2.

Structure (SNR) Algorithm PAUC(SE*10%) MS(SE*10%) FDR(SE*10%)

IN Adpres  0.828(1.30) 12.25(3.01)  0.60 ( 6.95)
(4.33) LLA-CD 0842 (1.28) 556 (202) 0.25(8.42)
MMCD  0.844 (1.27) 6.41(2.09) 0.28 (9.06)
SP Adpres  0.778 (1.96) 12.06 (3.77)  0.62 ( 6.05)
(3.05) LLA-CD 0795 (1.74) 525(215) 0.26 ( 8.16)
MMCD 0797 (1.76) 5.75(225) 0.28 (8.34)
PC Adpres  0872(064) 7.12(1.37) 0.42(6.43)
(3.87) LLA-CD 0877 (054) 5.19(129) 0.24 ( 7.48)
MMCD 0877 (0.54) 537(127)  0.26 ( 7.46)
AR Adpres  0812(121) 6.21(1.69) 0.9 ( 8.53)
(3.19) LLA-CD 0830 (1.10) 3.02(0.71) 0.17(7.73)
MMCD  0.831(1.07) 321(094) 0.18(8.10)
CS Adpres  0.770 (1.79) 11.89 (3.58)  0.64 ( 6.32)
(3.04) LLA-CD 0776 (1.80) 6.99 (3.09)  0.37 (9.27)
MMCD  0.781 (1.80) 7.39(2.99) 0.39 (9.49)
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Table 3: Application of SCAD and MCP in a microarray dataset. The average and standard error
are computed based on the 900 split processes. The predictive AUC is calculated as the maximum
predictive AUC of the validation dataset created by the random splitting process. In each split
process, approximately n = 100 samples are assigned to the training dataset and n = 200 samples

into the validation dataset.

Solution surface PAUC(SE*10%)  MS(SE)

SCAD (MMCD)  0.7567 (0.99)  35.50 (0.47)
MCP(Adap res)  0.7565 (1.15)  39.06 (0.68)
MCP(LLA-CD)  0.7537 (0.99)  43.07 (0.63)

MCP(MMCD) 0.7570 (0.99)  35.66 (0.49)
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