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∗ Neuroendocrine tumors (NETs) 
are rare tumors that develop in 
neuroendocrine cells. 

∗ Gastroenteropancreatic 
neuroendocrine tumors 
(GEPNETs) originate in the gut 
or pancreas. 

∗ Five-fold increase of incidence 
of GEPNETS in last 30 years  

Biological Significance 

NETs 

GEPNETs 

PNETs SBNETs 



∗ Critical need to systematically examine differences 
between PNETs and SBNETs to: 
∗ Improve diagnosis 
∗ Develop innovative treatment strategies 
∗ Prolong survival 

∗ PNETs and SBNETs are two most common sites of 
malignant GEPNETs 

∗ Once tumors have spread to other tissues, primary site 
becomes harder to distinguish 

Biological Significance Continued 



∗ Current methods 
insufficient to identify 
primary site 

∗ Methods to identify primary 
site:  
∗ Immunohistochemistry, or 

IHC  
∗ Gene Expression 

Classifier, or GEC 
 

How Do We Differentiate These? 



∗ Microarray Data: collection of gene expression for thousands 
of genes simultaneously 
 
 
 

∗ qPCR Data: collection of genes one at a time 
 

Data Sets Collected 

Genes Complete Cases Incomplete Cases 

Primary 15 71 94 

Metastatic 15 89 122 

Type of GEPNETs Patients Genes 

Pancreatic 5 22,011 

Small Bowel 11 



1. If we base a GEC from previously mentioned 
data sets and use these to predict site-of-
origin for metastasized tumors, how 
accurate are the predictions?  

 
1. Are there additional genes that may be of 

interest in a further study to help in 
diagnosing patients? 

Questions of Interest 



∗ The distribution of p-values from the 
tests is very right skewed. 

∗  A lot of genes are significant  
∗ False Discovery Rate (FDR)  (h = 

22,011) 
 
 

∗ Looking at genes with a p-value < α:  
∗ False Discovery Rate (FDR) =  % 

of these interesting genes that we 
expect to be misrepresented 

∗ Q-value is more specific and applies 
to each gene.  

Two Independent Sample t-Test 



BRS3 Gene Expression Threshold: 4 

 
 BRS3 Gene Expression 

>  4 = Predicted as a 
PNET  

 
 BRS3 Gene Expression 

< 4 = Predicted as a 
SBNET  



How Predictive are Certain 
Genes? 
 Analyzing the Receiver Operator Characteristic Curve (ROC Curve) 

The Area Under the Curve 
is 0.78 



Logistic Regression 



• Goal: add variables 
using forward selection 
that reduce the AIC 
until cannot lower 
value 
– AIC is a maximum 

likelihood 
estimation 

– Add1 function is 
used to calculate 
the AIC.  

Using the Microarray Data to 
build a logistic regression 
model for the BRS3 gene.  

BRS3 Example: Logistic Model 



∗Number of Q-values that are significant at an 
FDR = 0.01 is: 4,635 

∗One way of picking out from those 4,635 
genes: volcano plot 

Results  





∗Strip plots for 3 genes: 



∗ Primary qPCR GEC: 
 
 

∗ Metastatic qPCR GEC: 
 
 
 
 

∗ IHC: SBNET – 85.2%     PNET – 100% 

GECs for qPCR Data 



Logistic Regression Models 



GEC from Microarray Data 

• Overall prediction accuracy and the self-check values show that the 
Microarray Data agrees with Metastatic qPCR data.  

• Mean: 16.8 
• However, there are a few genes that vary greatly, like GAPDH. 
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Akaike Information Criterion 

∗ AIC = 2k – 2ln(L) 
∗ k is the # of parameters 
∗ L is the maximized value of the Likelihood function 

∗ “Add1” function in R 
∗ Which gene when added had a lower AIC.   

∗ Every time an additional gene was added, we looked for smallest AIC.  
∗  The AIC reflects on the amount of information lost if extra variables are added.  

∗ It is a measure used for model selection.  
∗ Risks of Overfitting:  

∗ A good statistical model will be able to: 
∗  perform well on new data  
∗ will be able to generalize from the trend of the new data 

∗ Overfit models are built to closely resemble the training data with great accuracy and are 
like memorization  
∗ The overfit model will not be that effective at generalizing from the trend of the new data.  

 
 
 
 



Using a Logistic Regression to Enter 
Probabilities for the Data 

This process will be applied for the 
other data points in the Testing Data.  

 



Building the Algorith    
Training Da  

Visreg was used.  



Call: 
glm(formula = response ~ explanatory, family = "binomial") 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-1.0877  -0.7101  -0.5698   0.1404   1.8379   
 
Coefficients: 
            Estimate Std. Error z value Pr(>|z|) 
(Intercept)   -9.587      6.425  -1.492    0.136 
explanatory    2.109      1.572   1.342    0.180 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 19.875  on 15  degrees of freedom 
Residual deviance: 14.812  on 14  degrees of freedom 
AIC: 18.812 
 
Number of Fisher Scoring iterations: 6 
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-9.587+ 
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Using the logistic 
regression model to 

predict what each patient 
should be diagnosed with 

given that patient’s 
respective expression 

value.   

Testing 
Data (for 
BRS3) 



The Logistic 
Regression Model 
Used to Get these 

Probabilities:   
 



FOR THE 
METASTATIC QPCR 
DATA:  
∗ Probability > 50% 
 Pancreas 
Cancer is 
Predicted  

∗ Probability < 50% 
 Small Bowel 
(Ileal) Cancer is 
Predicted  



Analyzing differences between Actual NET and Predicted 
NET for the BRS3 Gene for the Metastatic QPCR patients:  

Accuracy of Gene BRS3 for Predicting 
Metastatic QPCR results: 

We omit the “NA” values because some data was missing for the BRS3 gene 
The Results are Compared for the Site 

This helps determine the accuracy of the BRS3 gene.  



Microarray  Microarray Model 
Results for the BRS3 gene: 

 



∗ Normalization was necessary for Microarray Data to account 
for possible differences between data collection for 
pancreatic and small bowel neuroendocrine tumors.  
∗ Centered the data at 0  

Normalization of Data 
 



AUC 
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