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Lyme Disease

• Most common disease spread by ticks in the Northern 
Hemisphere

• Estimated to affect 300,000 people a year in the United States and 
6,500 people a year in Europe

• Symptoms:
• Redness on skin around site of tick bite
• Rash, fever, headache, tiredness
• If left untreated, loss of ability to move sides of face, joint pains, 

swelling



Lyme Disease Transmission

• Ixodes ticks transmit Lyme disease 
to dogs and humans

• Ticks have a 2-year life cycle with 
4 life stages: egg, larva, nymph, 
and adult

• Ticks feed once before molting to 
next stage

• Black lines indicate stage 
transitions, red lines indicate 
disease transmission/infection

Graph provided by Peterson Lab



Project Goals

• Explore spatial distribution of Lyme cases

• Build models of Lyme incidence over time considering 
the effect of weather events, including precipitation, 
evaporation, and temperature extremes

• Evaluate forecasting ability of Lyme models



Data

• de-identified fully-insured administrative claims data 
from a private health insurance company between 
2003-2016

• The date the patient was first serviced was used as 
the diagnosis date

• We were also interested in the diagnosis codes to 
determine cases of Lyme disease

• Additionally, zip and county were used for mapping 
purposes



Data Continued

• Data from Global Historical Climatology Network-Daily 
Database
• Taken from weather stations distributed across Iowa
• Aggregated by month
• We focused on each month’s averages of:

• Daily Minimum Evaporation
• Daily Minimum Temperature
• Daily Mean Precipitation



Data Processing

• The weather data was largely used as obtained
• Evaporation missing values were interpolated using natural spline 

regression with df = 30 for model fitting

• We aggregated Health Insurance Data in several steps:
• First, we read in one-year file at a time
• Then, determined Lyme disease cases using claim codes
• Grouped by individual patients to remove duplicate claims
• Then grouped by county, year, and month and counted the number of 

claims
• Finally, we aggregated the data
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Lyme Disease Maps by Year 

• Population adjusted Lyme disease counts (per 10,000 cases)
https://www.youtube.com/watch?v=AUo-X8AdshM

https://www.youtube.com/watch?v=AUo-X8AdshM


Covariate Exploration

• We pulled 12 elements from the weather data, each of which 
had 4 variables, and we wanted to find the lagged correlations 
(including 0) up to 24 months.

• This would be 12*4*25 or 1200 correlations to explore
• We built functions to automatically standardize and lag each 

measure
• Then we looped over all possible lags to find maximum 

correlations with post-lagged data missing less than 30% of 
time points

• However, there are limitations of using the covariates



Time Series 
and 

Evaporation



Model Development

• The model needed to capture overall trend, seasonal trends, 
and impacts of climatic factors

• We faced two options and explored both initially: a Generalized 
Linear Model (GLM) or an Auto Regressive Moving Average 
(ARMA) model.

• GLM - Natural splines and trigonometric functions to model the 
time aspect with linear climactic covariates



Model Development

• TS - Forecasting of future observations based on lagged 
observations and a moving average of residual errors from 
lagged observations

• The GLM has the approach of modeling the shape of the curve to 
account for seasonality with added weather covariates

• This model also assumes that each time point is independent

• On the other hand the time series model is dependent on previous 
time points and errors as well as exogenous variables allowing for 
greater flexibility

• The nature of the problem lends itself more naturally to time series



Auto-regressive moving average 
(ARMA) Model
• ARMA models can describe stochastic processes using two polynomials –

one for auto-regression (AR) and one for the moving average (MA)

• Given a time series 𝑋𝑋𝑡𝑡, we can write an ARMA model as

Where 𝜀𝜀𝑡𝑡 are error terms, c is a constant, and 𝜑𝜑 and 𝜃𝜃 are model 
parameters
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NARMAX Model

• The previous model fails to capture seasonal trends

• We had two options:
• Making the model dependent on lags 12 months prior
• Adding exogenous variables that account for the seasonal trend of 

Lyme disease

• We chose the latter and implemented 0, 3, 6, 9, and 12-month 
lags for precipitation, minimum temperature, and evaporation

• The model was implemented using STAN and Bayesian 
methods



NARMAX Model Cont.

• Nonlinear auto-regressive moving average with exogenous 
inputs

• Recall from GLM,

𝑌𝑌𝑖𝑖 ~ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃(𝜆𝜆). Now, we have 

log(𝜆𝜆𝑖𝑖) = 𝑐𝑐 + 𝜀𝜀𝑖𝑖 + �
j=𝑖𝑖−1

𝑖𝑖−𝑘𝑘

𝜑𝜑𝑖𝑖log(𝜆𝜆𝑖𝑖) + �
j=𝑖𝑖−1

𝑖𝑖−𝑘𝑘

𝜃𝜃𝑖𝑖𝜀𝜀𝑗𝑗 + �
𝑗𝑗=𝑖𝑖−1

𝑖𝑖−𝑘𝑘

�
𝑙𝑙=1

3

𝑋𝑋𝑗𝑗
(𝑙𝑙)𝛽𝛽𝑙𝑙

“past weather”



Model Assumptions

• Assumes we can predict weather trends accurately 12-months 
out

• Assumes NARMAX (1,1) sufficient

• Assumes Poisson sufficient; mean equals variance

• Assumes no missing covariates

• Assumes latent ARMA variance is constant



NARMAX 
Model 



Results

• Most significant factors in 
modeling/predicting Lyme cases are the 
6-month average for precipitation, the 
average minimums of a 0 and 12-month 
lag for minimum temperature, and a 3, 6, 
and 12-month lag for evaporation.

• We also had an alpha term that captured 
the linear trend. It had a .999 probability 
of being greater than zero with a 95% 
credible interval of [.00317, .01221]

Precipitation

Temperature Minimum

Evaporation



Discussion

• The large prediction interval is likely due to the large deviations 
often seen in January which are unaccounted for in the 
exogenous variables and thus have nowhere to go but the error 
term

• This could be due to the underlying process of capturing claims 
data

• Further exploration to account for variability would help reduce 
the credible interval



Conclusion

• Further study needs to be done on working with claims data

• Additional work needed to find best predictors of Lyme

• Future models can tie in spatiotemporal work with weather data 
using different techniques
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