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Project Purpose

• The purpose of this project was to use classification machine learning models on 
enrollment data to predict whether an admitted student would enroll or not.

• This is important because every year there is a large pool of applicants and only a 
small subset ends up enrolling.

• Our goal was to see if we could create a model that could make accurate predictions
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The Data

• The data was collected weekly from 2016 to 2021

• For each student applying, there were around 400 
variables to describe them

• There was a lot of missing data

• With so much data we needed a new approach
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Variables

Categorical

• Parents' Higher Education
• Foreign Language in HS
• Athlete Status
• Number of Youth Programs
• Administration Decision Type
• Application Source
• State Proxy
• Family Alumni
• Area of study

Numerical

• Distance to Campus
• ACT Composite Score
• HS GPA
• Number of Applications
• Days since first Inquiry
• Awards & Scholarships
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Julia Strengths

One of the faster 
computational 

languages

Easy to reproduce 
results (Juptyer 

Notebooks)
Open Source
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Julia Drawbacks

• It can be slow at times 
because of the 
computation

• Took time to learn

• Tough to correct 
errors
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Models --
Overview

• Classification

• Training Data

• Test Data

• GLMNet - LASSO

• Cross validation

• MLJ – DecisionTrees.jl

• XGBoost

• RandomForest

• AdaBoostStumpClassifier

• Extrapolation
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Into an example LASSO
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Model 
output
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Machine Learning 
Coding Patterns
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GLMNet Code
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XGBoost Classifier – Pipeline Approach
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Extrapolation Comparison for one date

Model Accuracy Sensitivity Specificity

GLMNet (LASSO) 0.9346 0.7107 0.9272

XGBoost 0.9245 0.6661 0.9437

RandomForest 0.9098 0.6011 0.9607

AdaBoostStumpClassifier 0.9051 0.5803 0.9612
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Conclusion

• Predicting enrollment with dynamic data

• Using GLMNet and MLJ provided through Julia

• Comparison of models
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Future Explorations

• Calculate random forests and Ada Boost Stump Classifier over all dates

• Too computationally intensive with what we have

• Other Models
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Questions?
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