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Motivation

• Image Processing is a growing field of 
interest in the scientific and medical 
communities 

• Medical Applications: Computed 
Tomography (CT), Magnetic Resonance 
Imaging (MRI), and Skin Identification

• Our Focus: Evaluate three skin identification 
methods and employ them on melanoma 
pictures to help identify areas of skin 
cancer
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Methods
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Goals

• Classify image pixels as skin/not skin
‒ Perform clustering on image training data
‒ Fit model to each cluster
‒ Use fit to perform classification on test data

• Identify best classification method for our problem
‒ Methods: GLM (Logit and Probit), FF-NN
‒ Data taken from GLMs Applied for Skin Identification in Image 

Processing: Basterrech et al. (2015)
• Extend developed model to melanoma images
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Clustering

• Clustering: Process of dividing a dataset into several similar groups
• K-Means Clustering Algorithm

‒ Step 1: Divide items into K clusters
‒ Step 2: Calculate the centroid of each cluster
‒ Step 3: Perform reassignments if necessary
‒ Step 4: Repeat

• Choosing K: Elbow Method

medium.com
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Logistic Regression

• Logistic Regression is a process of modeling the probability of a binary 
outcome given an input variable

• Link function: Logit
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Probit Regression

• Probit Regression is another member of the GLM family
‒ Link function: Inverse Cumulative Normal (Probit) 

• Tail Behavior: Approaches 0 and 1 slightly quicker than Logistic 
Regression 
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Neural Networks (FF-NN)

• Neural Networks are a relatively new development in the machine 
learning field

• Structure:
‒ Nodes
‒ Hidden Layer
‒ Connections/Weights
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Fitting the Neural Network

• Three input variables
• Two output nodes
• Fit models with 4, 8, 16, and 32 nodes in one hidden layer
• Optimized with decay parameter to prevent overfitting
• Used MachineShop package in R (B. J. Smith)
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Hand Image Reconstruction
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RGB Decomposition
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Training and Testing

Training Testing Output
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Inducing Noise

• Why add noise?
‒ Increase model utility: model can better handle blurry/non-perfect 

images
‒ Test the limit of the model

• Methods:
‒ Gaussian noise
‒ Raw image modification
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Gaussian Noise, K=32

Logit Probit NN
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Raw Image Modification
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Performance
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Binary Classification Outcomes

• In a binary classification we have four kind of outcomes that may 
happen during the estimation: 
‒ True Positive
‒ True Negative
‒ False Positive
‒ False Negative
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Metrics

• Sensitivity
• Specificity
• Precision
• Accuracy
• Brier Score (BS)
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Assessment

• 10-fold Cross-Validation used to 
calculate metrics
‒ Metrics calculated based on 

dataset from Basterech paper
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Application
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Melanoma

• Melanoma is a type of skin cancer that develops from pigment-
producing cells
‒ An estimated 7,650 people will die of melanoma in 2022, making it 

the 9th most deadly cancer type
• Exposure to UV radiation from sunlight and tanning beds increases 

your risk of developing melanoma
• Symptoms:

‒ Changes in existing moles 
‒ The development of new pigmented or growths on the skin
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Data

Asymmetry Border Irregularity Color Changes

Diameter Evolving
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Method
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Results

Asymmetry - NN
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Asymmetry - Probit

Border Irregularity - NN Border Irregularity - Probit



Results

Color Changes - NN
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Color Changes - Probit

Diameter - NN Diameter - Probit



Limitations

• Neural Network fit
• Recognizing evolving melanoma
• Detecting melanoma in non-caucasian individuals 
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Colon Cancer
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Conclusion

• Probit and Neural Network methods succeeded in identifying areas of 
skin cancer 

• Future Suggestions:
‒ Tune Neural Network Model
‒ Optimize image detecting threshold
‒ Analyze noise effects on metrics
‒ Increase the amount of training data used in detecting melanoma
‒ Make significant adjustments to handle other types of cancer 
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Questions?
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Training Set
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